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Abstract

Automatic Speech Recognition (ASR) is a crit-
ical component of any fully-automated speech-
based dementia detection model. However, de-
spite years of speech recognition research, lit-
tle is known about the impact of ASR accuracy
on dementia detection. In this paper, we exper-
iment with controlled amounts of artificially
generated ASR errors and investigate their in-
fluence on dementia detection. We find that
deletion errors affect detection performance
the most, due to their impact on the features
of syntactic complexity and discourse repre-
sentation in speech. We show the trend to be
generalisable across two different datasets for
cognitive impairment detection. As a conclu-
sion, we propose optimising the ASR to reflect
a higher penalty for deletion errors in order to
improve dementia detection performance.

1 Introduction

There is a rapid growth in the number of people
living with Alzheimer’s disease (AD) (Alzheimer’s
Association, 2018). Clinical research has shown
that quantifiable signs of cognitive decline associ-
ated with AD and mild cognitive impairment (MCI)
are detectable in spontaneous speech (Bucks et al.,
2000; Sajjadi et al., 2012). Machine learning (ML)
models have proved to be successful in detecting
AD using speech and language variables, such as
syntactic and lexical complexity of language ex-
tracted from the transcripts of the speech (Fraser
et al., 2016; Meilán et al., 2012; Rentoumi et al.,
2014). Since transcripts should be accurate enough
to properly represent syntactic and linguistic char-
acteristics, current approaches (Fraser et al., 2013;
Zhu et al., 2019) frequently rely on 100% accurate
human-created transcripts produced by trained tran-
scriptionists. However in real-life speech-based
applications of AD detection, ASR is used and
it produces noisy, error-prone transcripts (Yousaf

et al., 2019). To our best knowledge, while the
importance of well-performing ASR in speech clas-
sification has been studied in depth (Zhou et al.,
2016), no prior research was done to understand
what patterns of speech are influenced the most
by ASR errors such as word deletions and substi-
tutions, and how this impacts performance of AD
detection using ML models.

In this paper, we focus on this issue and study
the effect of deletion, insertion and substitution er-
rors on lexico-syntactic language features and their
resulting effect on classification performance. The
effect of these errors on binary AD-healthy classifi-
cation performance is studied and suggestions are
provided on how to improve ASR in order to main-
tain reasonable AD classification performance.

We identify that deletion errors affect the classi-
fication more than substitution and insertion errors
on two datasets of spontaneous impaired speech.
The effect of these deletion errors are most pro-
found on features related to syntactic complexity
and discourse representations in speech, such as
production rules, word-level structure and repeti-
tions. These features are also identified as being
the most important for the classification task using
a feature gradient-based importance metric.

2 Data and Setup

2.1 Datasets
DementiaBank (DB) The DementiaBank1 dataset
is a large dataset of pathological speech. It consists
of narrative picture descriptions from participants
aged between 45 to 90 (Becker et al., 1994). Out
of the 210 participants in the study, 117 were di-
agnosed with AD (180 samples of speech) and 93
were healthy (HC, 229 samples). Voice recordings
and manual transcriptions (following CHAT pro-
tocol (MacWhinney, 2000)) are available for all

1https://dementia.talkbank.org
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Dataset Del (%) Ins (%) Sub (%)

DB HC 54.14 4.27 41.59
AD 56.98 3.89 39.13

HA HC 24.37 13.11 62.52
MCI 21.78 14.81 63.40

Table 1: Rates of ASR errors on DB and HA datasets.

samples. This dataset is used for the experiments
in Section 4, 5, and 6.

Healthy Aging (HA) The Healthy Aging
dataset (Balagopalan et al., 2018) consists of
speech samples of 97 participants with no cogni-
tive impairment diagnosis, all older than 50 years.
Every participant describes a picture, analogous to
the DB dataset. The dataset constitutes 8.5 hours
of audio with manual transcriptions. Each speech
sample is associated with a score on the Montreal
Cognitive Assessment (MoCA) (Nasreddine et al.,
2005). Based on published cut-off scores (Nasred-
dine et al., 2005) for presence of MCI (minimum
score for healthy participants is 26), we obtain
class-labels for this dataset.

2.2 ASR Setup
The Automatic Speech Recognition (ASR) sys-
tem we use for this work is based on the open-
source Kaldi toolkit (Povey et al., 2011). ASR uses
ASPiRE chain model trained on multi-condition
Fisher English corpus as a 3-gram language model.

Rates of ASR errors for healthy and impaired
speakers for DB and HA datasets are in Table 1.
Majority of errors arise from deletions and substi-
tutions for both datasets and groups.

3 Methodology

3.1 Feature Extraction and Aggregation
Following previous studies (Fraser et al., 2016; Bal-
agopalan et al., 2018), we automatically extract 507
lexico-syntactic and acoustic features. To simplify
the presentation, the extracted features are aggre-
gated into the following major groups:
Syntactic Complexity: features to analyze the
syntactic complexity of speech, such as number
of occurrence of various production rules, mean
length of clause (in words) etc.
Lexical Complexity and Richness : measures of
lexical density and variation, such as average famil-
iarity scores of all nouns, age of word acquisition,
frequency of POS tags etc.
Discourse mapping: features that help identify
cohesion in speech using a speech graph-based
representation of message organization in speech

(Mota et al., 2012). Examples of features include
the number of edges in the graph, number of self-
loops, cosine-distance across unique utterances etc.

Additionally, we extract features quantifying dif-
ficulty in finding the right words (e.g. filled pauses),
measures related to description of content in the
picture (e.g. number of content units), coherence
in speaking at local and global level, and acoustic
measures. such as MFCC and Zero Crossing Rate
related voice representations (full list in App.A.1).

3.2 Error and Noise Addition

3.2.1 Artificial ASR Errors
We introduce artificial ASR errors to understand
if any specific error type influences the classifica-
tion performance more than others. In previous
research it was shown that lexical and syntactic
groups of features extracted from transcripts of
speech have different predictive power in demen-
tia classification (Novikova et al., 2019). As such,
we hypothesize that different ASR error types may
influence the features differently and would cause
different effects on classification performance. The
non-artificial output of ASR combines the errors of
deletion, insertion and substitution in some propor-
tion, thus not allowing analysis of the individual
effects of each error type separately. This is why
we generate each type of errors artificially.

3.3 Error Addition Method

We follow a method similar to the one used by
Fraser et al. (2013) to artificially add errors to man-
ual transcripts at predefined 20%, 40% and 60%
WER rates. All altered words w, where w refers
to a word in gold-standard manual transcripts, are
selected at random. The following modifications
are done: a) deletion - word instance w is deleted,
b) insertion - new word w1 is added after the word
w, c) substitution - word w is replaced with a new
word w1.

For deletion we simply delete random words
from manual transcript at a specified rate.

To substitute word w, we select a unigram from
2,000 most used unigrams from Fisher language
model that has the smallest Levenshtein distance
with word w based on the phonemic model from
The Carnegie Mellon Pronouncing on Pronouncing
Dictionary (Weide, 1998). If word w is not found
in the Fisher language model a random unigram
from the top 2,000 is used for substitution.

For insertion, we select a word from the bigram



list from the language model that has the highest
probability to follow after word w and insert it if
it does not match the following word in transcript.
In case of a match, the next most probable word
is inserted. If word w is not found in bigram list a
random unigram is used for insertion.

To verify if simulated errors are a fair approxima-
tion of what is seen on a true ASR output, we have
calculated the BLEU score (Papineni et al., 2002)
between the manual and ASR-generated transcripts
and compared them to the BLEU score between
the manual transcripts and the transcripts with arti-
ficially simulated errors. The correlation between
these two BLEU scores is strong and significant for
both datasets (Spearman ρ = 0.72, p < 0.001 for
DB; ρ = 0.66, p < 0.001 for HA), i.e. transcripts
with simulated errors are corrupted with respect to
the manual transcripts in a similar manner as the
ASR-generated transcripts are.

3.3.1 Noise Addition
We perturb all lexico-syntactic features or equiva-
lently features that could be affected by ASR errors
such as deletions, insertions, and/or substitutions,
to mimic random sources of errors using Gaussian
noise. We do this to compare and differentiate from
the consequences of ASR errors. This modification
is implemented by adding a randomized number
to the extracted feature values where the mean of
the number added to a given feature is zero and the
standard deviation varies depending on the amount
of noise we add (see App.A.2 for details).

3.4 Classification Setup
Model: All our experiments are based on pre-
dictions obtained from a 2-hidden layer neural
network (see App.A.3 for details). We chose
this model type and parameter-setting since it at-
tained performance on-par with previously pub-
lished results (Fraser et al., 2016) with 10-fold
cross-validation on gold-standard manual DB tran-
scripts.

4 Changes in Classification Performance
Due to Simulated Errors

We evaluate performance of classifying samples of
speech to two classes - AD or healthy - using the
DB dataset.

Figure 1 shows that deletion errors affect classi-
fication performance significantly more than inser-
tion and substitution errors do. 40% of deletions
reduce F1 score by more than 10%, while 40% of

Figure 1: Effect of a controlled amount of ASR errors
and random noise on classification performance.

Transcript Accuracy F1 (macro) Sensitivity Specificity
Manual 80.20 79.76 79.29 80.83
ASR-based 74.96 73.97 76.01 74.36

Table 2: Effect of original ASR on classification per-
formance with the DB dataset.

insertions only result in 2.8%, and 40% of sub-
stitutions - in 6.3% of F1 score reduction. These
differences become even more pronounced with
adding a bigger amount of errors. Trajectory of F1
score with varying levels of noise is substantially
different from that with varying deletion errors but
not that with insertions or substitutions, showing
that insertion and substitution errors influence clas-
sification performance in a way that is similar to
a random noise. Deletion errors, however, have
a significantly stronger effect on classification. It
is also interesting to note that the model utilizing
automatic transcripts from ASR retains a level of
performance at 74.96% (Table 2), which is compa-
rable to the potential decrease in performance due
to the rate of ASR deletion errors.

Different effects of errors on classification per-
formance suggest that some features, extracted
from the speech samples and used as an input for
the classification algorithm, are affected far more
substantially by deletions rather than any other type
of errors. This leads us to inspect the correlation of
feature values and the amount of deletions.

5 Distinctive Effects of Deletion Errors

In order to understand why deletions errors influ-
ence the classification performance significantly
more than other error types, we identify features
maintaining higher correlation with the amount of
deletions than that with the amount of insertions
and substitutions. We observe 18 features in total
that distinctively correlate with deletions. Out of
these, the absolute majority of 15 features (83.33%



of all selected) are associated with syntactic com-
plexity (production rules of a constituency parser)
and discourse phenomena (graph self-loop with
3 edges) and 3 (16.7%) - with lexical richness in
speech. Other feature groups, such as acoustic
features or those associated with word finding dif-
ficulty, do not meet the required conditions. Such
results show that syntactic structure of language is
much more vulnerable to deletions than to other
ASR errors. This can be explained by the fact that
insertions and substitutions use words from the
language model (i.e. most probable words) for the
modifications, which to some extent helps maintain
basic syntactic rules and structure.

Correlation between the number of deletions and
features of syntactic structure shows the vulnera-
bility of the feature group representing syntactic
complexity and discourse phenomena to ASR dele-
tion errors. However, it does not explain a decrease
in classification performance when adding deletion
errors. In Section 6 we inspect if features of syntac-
tic complexity are more influential in AD detection
than other characteristics of speech.

6 Model-based Analysis of Feature
Importance

In order to quantify the importance of input fea-
tures for classification, we obtain the gradient of
the output prediction loss with respect to input fea-
tures on a manually-transcribed version of the DB
dataset.

We define gradient-based importance for feature
k for an input, Xi,j , in the training set for a classi-
fication model as:

impi,j,k =
∂L(yi,j , pi,j)

∂Xi,j,k
(1)

where L denotes the loss criterion (binary cross-
entropy loss), yi,j is the ground-truth label, pi,j ⊂
[0, 1] is the prediction probability; pi,j > 0.5 de-
notes an AD prediction, k is a given feature (1 to
D ), and i is a number of samples (1 to Nj) in the
training set in fold j of the DB dataset classification
setup. Hence, to obtain the average importance for
feature k in a single fold, we compute:

impj,k = 1/Nj

Nj∑
i=1

∂L(yi,j , pi,j)

∂Xi,j,k
(2)

This importance is then averaged across the 10-

Feature group
Importance of
top-10 features #features Group rank
HC AD

Syntactic complexity and
Discourse phenomena 0.94 0.95 37 1

Lexical richness 0.91 0.92 18 2

Table 3: Importance of the two feature groups, sum-
marised as the mean value of the top-10 most impor-
tant features selected for HC and AD components, num-
ber of features having significant Spearman correlation
with deletion errors, and the rank of each group.

folds to obtain the final importance, i.e.:

impk = 1/10
10∑
j=1

impj,k (3)

In order to interpret high-level patterns of input
importance, we aggregate the feature importances
into the groups defined in Section 3.1, where ag-
gregation of importances involves averaging the
absolute gradient-importance, |impk|, of features
belonging to that group.

Results provided in Table 3 show that the average
normalised importance of the features associated
with syntactic complexity and discourse is higher
than the average importance of lexical richness fea-
tures, when top-10 most important features across
all the groups are selected for comparison.

To conclude, the feature group of syntactic com-
plexity and discourse phenomena is affected signif-
icantly and distinctively the most by deletion errors
as seen in Section 5. This group is also important
for classification as seen in Table 3, indicating why
classification is affected significantly by deletion
errors. Hence, we track the effects from the initial
step of adding artificial errors of different amounts
to obtaining the final predictions in this manner.

7 Generalisability Evaluation

In order to test how well our conclusions generalise
to a different dataset of impaired speech, we repeat
the same experiments performed on DB on the HA
dataset (Section 2.1).

We follow the same method, as described in
Section 3 to extract the features and classify sam-
ples. Similarly to the results obtained on DB data,
with HA deletion errors affect classification perfor-
mance the most. Furthermore, deletion errors dif-
ferentiate the same feature group of syntactic com-
plexity and discourse phenomena: with HA dataset,
39 features correlate with deletions stronger than
with insertions or substitutions, with 79.49% of



features belonging to the aggregate group of syn-
tactic complexity and discourse, and 20.51% - to
the group of lexical richness. The rank of feature
groups, based on the average absolute Spearman
correlation of all the features included in the groups,
correspond to the rank observed with DB dataset,
with a stronger significant correlation correspond-
ing to the group of syntactic complexity, rather than
lexical richness.

8 Conclusions

We observe that simulated deletion errors have a
strong effect on classification performance when
detecting cognitive impairment from speech and
language, which can be traced back to their effect
on syntactic complexity and discourse representa-
tions. With this observation in mind, the practical
suggestion would be to optimise the ASR to reflect
a higher penalty for deletion errors to improve de-
mentia detection performance. For example, the
decoder can be parametrised to find a balance be-
tween insertions and deletions, so that the number
of deletion errors is minimised.

However, dealing with deletions in training time
is not trivial, so in future work, we will focus on
the optimisation of ASR performance and its effect
on AD detection. Careful ASR error management,
following previous work by Simonnet et al. (2017),
could help enable strong fully-automated speech-
based predictive models for dementia detection.
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Yannick Estève, and Renato de Mori. 2017. Asr er-
ror management for improving spoken language un-
derstanding. In Interspeech 2017.

Robert L Weide. 1998. The CMU pronouncing
dictionary. URL: http://www. speech. cs. cmu.
edu/cgibin/cmudict.

Kanwal Yousaf, Zahid Mehmood, Israr Ahmad Awan,
Tanzila Saba, Riad Alharbey, Talal Qadah, and
Mayda Abdullateef Alrige. 2019. A comprehensive
study of mobile-health based assistive technology
for the healthcare of dementia and alzheimer’s dis-
ease (ad). Health Care Management Science, pages
1–23.

Luke Zhou, Kathleen C Fraser, and Frank Rudzicz.
2016. Speech Recognition in Alzheimer’s Disease
and in its Assessment. In INTERSPEECH, pages
1948–1952.

Zining Zhu, Jekaterina Novikova, and Frank Rudzicz.
2019. Detecting cognitive impairments by agreeing
on interpretations of linguistic features. NAACL.



A Appendices

A.1 List of Features Extracted from Speech
and Transcripts

Full list of lexico-syntactic, discourse mapping and
additional language features is in Table A.1, all
with brief descriptions and counts of sub-types.
Spacy2 is used for part-of-speech tagging in the
linguistic pipeline, where tags belong to Penn Tree-
bank3.

A.2 Noise Addition Method
The strategy followed to add k level of noise (ε) to
an input Xi is as follows:

Xnoisedk

i,j = Xi,j + ε (4)

ε ∼ N (0, σ2new) (5)

σnew = k ∗ σ (6)

where i is a sample number, j is a feature num-
ber, and standard deviation of noise added is k
times the standard deviation of the original unper-
turbed feature, σ. Note that the standard deviation
(σ) per feature is calculated over all samples.

A.3 Classification Setup Details
Hyperparameter Settings: All 2 hidden layers of
our network have 10 units each (Pedregosa et al.,
2011). We use the Adam optimizer (Kingma and
Ba, 2014) with an initial learning rate of 0.001 and
L2 regularization parameter for network weights
set to 0.0001. The model is trained to a maximum
of 200 epochs.

Evaluation: For classification experiments on
all datasets (DB and HA, varying levels of artifi-
cial errors), we perform 10-fold cross-validation
stratified at subject level (ensuring that speech sam-
ples from the same subject do not in the training
and testing sets in each fold). The F1 (macro) -
score, averaged across the 10 folds, is chosen as our
primary evaluation metric, given the imbalanced
nature of our dataset.

2https://spacy.io/usage/linguistic-features
3http://www.cis.upenn.edu/ treebank/



Feature type #Features Brief Description
Syntactic Complexity 36 L2 Syntactic Complexity Analyzer (Lu, 2010) features; max/min utterance length, depth of syntactic parse tree

104 Number of times a production type occurs divided by total number of productions
13 Proportion, average length and rate of phrase types

Lexical Complexity and Richness 12
Average norms across all words, across nouns only and across verbs only for imageability,
age of acquisition, familiarity and frequency (commonness)

6 Type-token ratios (including moving window); brunet; Honoré’s statistic

5
Proportion of demonstratives (e.g., ”this”), function words,
light verbs and inflected verbs, and propositions (POS tag verb, adjective, adverb,
conjunction, or preposition)

3 Ratios nouns:(nouns+verbs); nouns:verbs; pronouns:(nouns+pronouns)
1 Average word length
18 Proportions of Spacy univeral POS tags
53 Proportions of Penn Treebank POS tags

Discourse Mapping 15 Avg/max/min similarity between word2vec (Mikolov et al., 2013) representations of utterances (with different dimensions)
5 Fraction of pairs of utterances below a similarity threshold (0.5,0.3,0); avg/min distance
13 Representing words as nodes in a graph and computing density, number of loops, etc.
1 Number of switches in verb tense across utterances divided by total number of utterances
15 Avg/min/max cosine distance between word2vec (Mikolov et al., 2013) utterances and picture content units, with varying dimensions of word2vec

Additional Features 2 Ratios – number of words: duration of audio; number of syllables: duration of speech,
1 Proportion of words not in the English dictionary
9 Average sentiment valence, arousal and dominance across all words, noun and verbs

7
Total and mean duration of pauses;long and short pause counts;
pause to word ratio; fillers(um,uh); duration of pauses to word durations

4 Avg/min/max/median fundamental frequency of audio
2 Duration of audio and spoken segment of audio
4 Avg/variance/skewness/kurtosis of zero-crossing rate

168 Avg/variance/skewness/kurtosis of 42 Mel-frequency Cepstral Coefficients (MFCC) coefficients
10 Proportion of lemmatized words, relating to the Cookie Theft picture content units to total number of content units

Table A.1: Summary of all lexico-syntactic features extracted. The number of features in each subtype is shown in
the second column (titled “#Features”).


